Experimental and numerical analysis of coupled interfacial kinetics and heat transport during the axial heat flux close to the phase interface growth of BGO single crystals
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Abstract

Combined experimental and numerical tools are used to analyze the effect of convective and radiative heat transport, faceting phenomena, and the optical thickness of the Bi$_4$Ge$_3$O$_{12}$ (BGO) crystal on the measurement and calculation of melt/crystal interface kinetics during the axial heat flux close to the phase interface growth of BGO single crystals. Results show that, in the general case, accurate determination of growth kinetic relations requires the application of models which account for all of the above phenomena (radiative and convective heat transport, faceting phenomena, etc.). Failure to take these into account may result not only in quantitative errors, but also even in qualitatively wrong determination of interfacial kinetic mechanisms.

1. Introduction

The recent development of a method for the determination of temperature at the melt/crystal interface, by recording of thermal radiation from the interface with a pyrometer [1], has made possible in situ measurements of facet undercooling ($\Delta T$) during the melt growth of Bi$_4$Ge$_3$O$_{12}$ (BGO) crystals [2]. However, the experimentally measured values of $\Delta T = 3–5$ K, averaged over the pyrometer measuring spot, require adjustments. In Ref. [3] the undercooling was recalculated taking into account the actual interface morphology resulting in a considerable, $\Delta T = 12–17$ K, undercooling value for the (2 1 1) facet. Estimates have also shown a 4–5 K variation of undercooling along the facet [4]. Finally, recent work [5] shows that the technique of undercooling measurement under discussion...
requires a correction to the measured values of $\Delta T$ in cases when the crystal’s optical absorption coefficient exceeds some limiting value.

The recording of the time-dependent undercooling $\Delta T(t)$, together with the simultaneous measurement of the temperature distribution along boundaries of the melt-crystal system [1,2], made it possible to calculate [6,7] the dependence of growth rate on time $V(t)$ and build a functional dependence of growth rate on undercooling $V = f(\Delta T)$. Surprisingly, this dependence appeared to exhibit sublinear behavior [3,8], which is in contrast to the theoretically predicted superlinear dependence of $V$ versus $\Delta T$ [9]. To explain this, it has been suggested [10] that the interfacial kinetics growth mechanism may change with changing BGO growth rate. However, the unexpected $V(\Delta T)$ dependence obtained in Refs. [3,8] can also be explained by an inaccuracy in determining the time dependence of growth rate, caused by employment of a rather crude one-dimensional model of heat transfer. The technique for determination of growth-rate dependence on undercooling for this in situ method therefore requires further improvement. This is of utmost importance when considering the advantages of applying this novel approach to obtain data on interfacial kinetics for a family of technologically important single crystals.

In this paper we focus on the experimental and numerical analysis of the influence of sample optical absorption, various mechanisms of heat transport, as well as faceting phenomena on the dynamics of undercooling and growth rate during in situ measurement of undercooling with the method under consideration.

2. Experimental and numerical procedures

2.1. Experimental description

To determine the $V(\Delta T)$ dependence, both numerical methods and experimental equipment were developed. The time variation of $\Delta T$ is determined by measuring the interface brightness temperature, $T_{bi}$, through the growing crystal using an optical pyrometer (Fig. 1). Theoretical principles of the method and technique for measurement of undercooling are described in detail in Refs. [2,7,8]. Implementation of the method is possible due to a favorable combination of high-temperature optical properties of BGO melt and crystal [11]. In the wavelength range of 0.35–4 $\mu$m a BGO crystal has a very small absorption coefficient value, $x_1 = 0.002–0.04$ cm$^{-1}$, depending on its quality [12]. If both absorption and re-radiation in the crystal are neglected, one may consider the radiation from the melt to propagate through the crystal without any change. Due to the large optical absorption of the melt, $x_2$, the thermal radiation of the melt originates from a thin melt layer adjoining the crystal. Therefore, the level of this radiation is essentially determined by the temperature of the interface. For this case, the changing of brightness temperature with variation of growth rate is caused only by changes in interface temperature, i.e., by undercooling of the interface of the growing crystal. The value of $\Delta T$ was found as $\Delta T = T_{bm} - T_{bi}$, where $T_{bm}$ is the brightness temperature measured by pyrometer without crystal growth, $T_{bi}$ is the brightness temperature measured by pyrometer during crystal growth.

Fig. 1. Schematic of AHP crystallizer for measurements of interfacial undercooling.
The axial heat flux close to the phase interface growth method (AHP method) [13] was employed as a tool for in situ investigations of undercooling. A schematic of the experimental setup is shown in Fig. 1. A 25 mm diameter BGO single crystal with polished ends was used as a seed. The crystal was placed in the lower part of the platinum crucible, with the bottom end of the crystal extending through the bottom of the crucible and the top end initially in contact with the bottom of the platinum AHP-heater casing. The temperature at the interface was measured through the bottom end of the crystal. The thickness of the crucible wall and AHP-heater casing were 0.2 mm. The standard disappearing-filament optical pyrometer LOP-72 was used to measure $T_b$, where the diameter of the measuring spot of the pyrometer was 8 mm, and its wavelength was 0.65 μm.

Experimental investigations of undercooling were conducted using two crystallization methods: the AHP method (method A) and the melt cooling method (method B). The BGO single crystals used in these experiments were annealed before the in situ experiments were conducted. They were of white color and stoichiometric composition. For both of the methods, the goal of the in situ undercooling experiments was the determination of the time dependence of the undercooling $\Delta T(t)$.

In method A, melt was obtained in the upper part of the crucible (50 mm in diameter) by placing pieces of BGO single crystals into the crucible around the AHP-heater casing. Growth of a BGO crystal in the [110] direction was realized by translating the crucible and crystal downwards relative to the stationary AHP-heater [8]. During this experiment approximately 10 mm of new crystal was grown in 130 min. Additional details of the experimental procedure are given in Ref. [4]. The calculation domain for this case is shown in Fig. 2a.

In method B, no additional charge was put into the crucible and all parts of the system were held stationary. The top end of the crystal was initially melted using the AHP-heater to create a thin layer of melt approximately 3 mm in depth. The melt remained connected to the bottom of the AHP-heater casing through surface tension forces, preventing it from flowing out from under the AHP-heater. However, a thin air bubble, approximately 0.5 mm in thickness, was formed under the center part of the AHP-heater [3]. The melt was subsequently cooled at a specified rate by reducing power to the AHP-heater, causing growth of a (2 1 1) facet. During this experiment approximately 3 mm of crystal was grown over times ranging from 20 to 60 min, depending on the cooling rate. Additional details of the experimental procedure are given in Ref. [3]. The calculation domain for this case is shown in Fig. 2b.

Although single crystal BGO is highly transparent to thermal radiation, the absorption and re-radiation in the crystal affects pyrometer readings, as was shown in Ref. [5]. The effect of the optical thickness of the sample ($t = z_1 H$, where $H$ is the crystal height and $z_1$ is the absorption coefficient) on pyrometer-based measurements was therefore investigated; the dependence of brightness temperature on crystal height and crystal temperature distribution was studied by numerical and experimental methods. The influence of crystal temperature distribution was studied using a solid sample without melting, while the influence of crystal height was studied by comparing the pyrometer readings during melting and crystallization processes. A special-purpose pyrometer [14], operating at wavelengths of $\lambda_1 = 0.795$ and $\lambda_2 = 0.995$ μm, with a 0.1 K resolution in the...
temperature range of 1100–1400 K and a measuring spot size of 1.2 mm, was utilized for these studies. During these measurements, the pyrometer was mounted directly along the axis of the sample without use of the mirror shown in Fig. 1.

2.2. Description of the numerical models

Four different Stefan-type models were employed for the analysis of various phenomena related to the dynamics of crystal growth during in situ undercooling measurements. Model I is a 2D model that focuses on melt convection, model II is a 2D model that focuses on internal thermal radiation, model III is a 2D model that focuses on anisotropic interface kinetics, and model IV is a 3D model that focuses on facet formation. Additional details of each model are provided below. The models were employed for multiple reasons: to characterize the effect of thermal convection (models I and III) and crystal optical properties (model II) on the experiments, to determine the $V(\Delta T)$ dependence using $\Delta T(t)$ experimental data (models I and II), and to determine the influence of kinetic mechanism on $V(t)$ and $\Delta T(t)$ (models III and IV). The thermal boundary condition for the crucible wall was obtained by a least-squares fit of the experimental data to the function $T_{\text{wall}} = b_0 + b_1 z + b_2 t + b_3 z t + b_4 z^2 + b_5 t^2$. The experimental data, described in Ref. [4] for method A and in Ref. [3] for method B, were used to simulate in situ undercooling experiments.

In model I, the temperature at the melt/crystal interface was taken to be equal to the BGO melting point less than the interface undercooling: $T_1 = T_m - \Delta T$. Faceting of the interface was not considered and undercooling was assumed to be independent of position on the interface. The undercooling $\Delta T$ varied with time, with the $\Delta T(t)$ dependence obtained by fitting experimental data to a quadratic function. Crystal growth was modeled using equations similar to those found in Yeckel et al. [15], which include thermal conduction and buoyancy-driven melt convection. For the geometry in Fig. 2b, the gas bubble described above was included in the model. The key difference in the present work is a modification of the heat balance at the melt/crystal interface to account for radiation through the nearly transparent crystal:

$$(-k_m \nabla T|_{\text{m}} + k_s \nabla T|_{\text{s}}) \cdot \mathbf{n}_s = \rho_s \Delta H_f \frac{\partial \nu}{\partial t} (\mathbf{n}_s \cdot \mathbf{e}_z) + Q,$$

where $k_m$ and $k_s$ are the thermal conductivity of the BGO melt and crystal, respectively, $\rho_s$ is the crystal density, $\mathbf{n}_s$ is the unit normal vector to the melt/crystal interface, $\Delta H_f$ is the latent heat of fusion, $\partial \nu/\partial t$ is the velocity of the melt/crystal interface, and $Q$ represents heat lost by radiation from the interface through the bottom of the crystal.

Due to the lack of a detailed radiation model, $Q$ is treated as a fitting parameter. The walls of the platinum tube below the crucible are at high temperature everywhere due to the high conductivity of this material, so most of the heat is lost by radiation through the hole at the bottom of this tube. Since different locations on the melt/crystal interface have different views of this hole, $Q$ will vary with radial position, with a maximum value at the center axis of the tube. We account for this radial variation using an ad hoc function of the form $Q = A[1 - (R/R_w)^N]$, where $R$ is radial position, and $A$, $N$ and $R_w$ are constants. Once we choose $R_w$ and the exponent $N$, the constant $A$ becomes the only adjustable parameter to be determined by fitting the model to the initial interface position known from experiment. Values of $N = 1, 2, 3$, were tried, as well $N$ equal to infinity (i.e. $Q =$ constant), for $R_w = 50$ mm. Model results were found to be insensitive to the value of $N$. Simulations reported here for the geometry in Fig. 2a were obtained with $N = 2$, and for the geometry in Fig. 2b were obtained with $Q =$ constant.

The governing equations of model I were solved using the code Cats2D [16] in a manner similar to that described in Ref. [15], except that it was necessary to use a new technique to represent the position of the melt/crystal interface, due to its extremely large distortion caused by radiation heat loss. This technique, which we dub the element edge interface method, identifies whether an element belongs to the crystal or melt based on a
comparison of the average temperature in the element to the interface temperature \( T_i \). Elements are re-assigned to the appropriate material at every iteration until convergence is achieved. The interface is then constructed of the contiguous element edges that lie between the melt and crystal, and interfacial flux conditions are applied there as sharp interface conditions. In general these edges will not precisely equal \( T_i \); with the local error being proportional to the local element size. Using highly refined grids, we have compared the new method to our customary front-tracking method, confirming that convergence is first-order in element size. The low order of convergence requires the use of well-refined grids to obtain accurate solutions, but the method is competitive with common diffuse-interface methods such as enthalpy and phase field, which are also typically first-order convergent.

For model II, heat transfer in the crystal, melt, and crucible wall were simulated for the geometry in Fig. 2b. Here too the effect of the gas bubble under the AHP-heater was taken into account, but convection in the melt was neglected. The equations of radiative–conductive heat transfer [17] with diffusely reflecting boundaries were solved, with the crystal treated as a semi-transparent, gray radiating and absorbing medium. The technique of numerical solution of the energy equation is based on the finite difference method and zonal procedure for description of radiation heat transfer [18]. Faceting of the interface was taken into account, with undercooling given by:

\[
\Delta T(r) = \Delta T_0 - \frac{\Delta T_0 r^2}{R_f^2},
\]

where \( r \) is the radial position, \( \Delta T_0 \) is axis facet undercooling, and \( R_f \) is the facet radius.

Models III and IV were constructed for the 2D and 3D dynamic simulation of facet formation on the melt/crystal interface, and are used to study the effect of facet formation on heat transfer and on the time-dependence of growth rate \( V(t) \). The 2D model III was used to simulate (211) facet crystal growth in the geometry of Fig. 2b for experiments conducted at a cooling rate of 30 K/h [3]. The 3D model IV was used to simulate (110) facet crystal growth in the geometry of Fig. 2a with a pulling rate of 5 mm/h [4], assuming the entire process takes place with the interface in the upper part of the system. The functional form of \( V = F(\Delta T) \), in the singular orientation, was chosen to be either consistent with 2D nucleation or with screw-dislocation driven growth. Both 2D (model III) and 3D (model IV) calculations were achieved using a new algorithmic approach described in Refs. [20,19], respectively. The method involves the application of an interface motion operator, which accounts for the displacement of the melt/crystal interface based on fundamental kinetic mechanisms (2D nucleation, screw dislocation, vicinal growth and rough growth) resulting in a non-uniform and time-dependent kinetic coefficient (\( \beta \)). Several possible singular orientations are considered, based on experimental observations of crystallographic orientations prone to the exhibition of facets. The effects of crucible walls, radiative heat transport and (in model IV) convective heat transport, were neglected in these calculations. A certain degree of realism was captured by applying results from model I (for Fig. 2a geometry) and model II (for Fig. 2b geometry) as boundary conditions of the first kind. Further details about these models and associated physical and numerical parameters can be found in Ref. [21].

3. Discussion of results

3.1. Effect of crystal absorption on the undercooling measurements

Recently reported work [5] based on 1D calculations of spectral intensity of thermal radiation leaving the crystal and on experimental investigation of the importance of crystal length and sample temperature distribution have shown that, if absorptivity of the crystal at the pyrometer wavelength is more than \( a_1 > 0.001 \text{cm}^{-1} \), the effect of absorption and re-radiation in the crystal must be taken into consideration. The 2D model II was used here to analyze this issue. Results (Fig. 3) show that the brightness temperature \( (T_b) \), measured by the pyrometer, depends on the value of the absorption coefficient as well as on the
temperature gradient in the crystal. This effect becomes more pronounced as the crystal length increases. In general, regardless of interfacial undercooling, the pyrometer always underestimates the interfacial temperature value since the crystal always absorbs part of the radiation emitted from the interface and the level of absorption grows with increasing crystalline optical thickness, $a_1 L$, where $L$ is the crystal length. These results have shown that the experimentally measured dynamics of the undercooling $D T_{\text{exp}}(t)$ strongly depends on the sample’s optical thickness, which should therefore be taken into consideration when building the functional dependence $V = F(\Delta T)$.

We have been unable to locate high-temperature data on $a_1$ of BGO for wavelengths of 0.65, 0.795 and 0.995 μm (operating wavelengths of available optical pyrometers). Such (high-temperature) data was obtained only for the wavelength interval of 1–6 μm [11,12]. In this study the transmittance of BGO single crystalline material, which was used for preparing samples and charge, was measured at room temperature for wavelength intervals of 0.3–0.9 μm and of 2.5–7.0 μm. There are no significant features to report regarding the room-temperature wavelength dependence of $a_1$ in these two wavelength ranges; it was found that $a_1 = 0.02 \text{ cm}^{-1}$ for all wavelengths examined. Assuming the spectral dependence of $a_1$ does not change at high temperature for the two ranges of wavelengths examined here, and based on data of work [11] (showing a temperature-insensitive $a_1$ in wavelength ranges of 1–4 μm), we approximate $a_1$ to be independent of both temperature and wavelength for all relevant wavelengths. This constant $a_1$ value ($a_1 = 0.02 \text{ cm}^{-1}$) influences $T_b$ and is therefore applied to the conditions of the experiments reported here in order to correct the experimentally measured $\Delta T_{\text{exp}}$.

Fig. 3 shows that the 1D model for the dependence of $T_b$ on sample length agrees well with the 2D model. Therefore we use the 1D model to correct $\Delta T_{\text{exp}}$ to obtain the undercooling $\Delta T$ shown in Figs. 4e and 5f. The value of $T_b$ was estimated using Wien’s formula:

$$T_b = \frac{\tilde{n}_2 T_i}{\tilde{n}_2 - T_i \lambda_0 \ln \varepsilon_{\lambda_0}}, \quad (3)$$

where $\lambda_0$ is the wavelength of the pyrometer and $\varepsilon_{\lambda_0}$ is the spectral “effective” emissivity of the crystalline sample for wavelengths of the pyrometer. The “effective” emissivity is determined as the ratio $\varepsilon = I_{\text{ez}}/e_{\text{bz}}(T_i)$, where $I_{\text{ez}}$ is the spectral intensity of thermal radiation emitted by the non-isothermal sample, and $e_{\text{bz}}(T_i)$ is the intensity of blackbody radiation at the interface temperature determined using the Planck formula. The spectral intensity is defined as

$$I_{\text{ez}} = I_{\text{melt}} + I_{\text{cryst}}, \quad (4)$$

where

$$I_{\text{melt}} = \frac{(1 - R_{c-a})(1 - R_{m-c})}{1 - R_{c-a}R_{m-c}e^{-(2a_1)l}} e_{\text{bz}}(T_i)e^{-a_1 L}, \quad (5)$$
\[ I_{\text{cryst}} = \frac{(1 - R_{c-a})}{1 - R_{c-a}R_{m-c}e^{-2\alpha L}} \]
\[ \times \alpha_1 \int_0^L c_0 (T_i - (L - x)) \frac{dT}{dx} \]
\[ \times \left[ e^{-\alpha_1 L} + R_2 e^{-2\alpha_1 L} \right] dx, \]  
where \( R_{c-a} \) is the reflectivity of the crystal–air interface, \( R_{m-c} \) is the reflectivity of the melt–crystal interface, \( L \) is the length of the sample, \( k_B \) is the Boltzmann constant, \( h_p \) is the Planck constant, and \( \alpha_1 \) is the absorption coefficient.
Fig. 5. Temperature field, melt/crystal interface, crystal height $H(t)$, $V(t)$ and $V(\Delta T)$ dependences during in situ (110) facet BGO undercooling measurements: temperature field—(a) i-model, (c) iv-model; stream function contours—(b) i-model; the distribution of undercooling and interfacial morphology—(e) iv-model; $H(t)$ dependence—(d) i-model; $V(t)$ dependence—(e) iv-model: 2D nucleation, dislocation mechanism; $V(\Delta T)$ dependence—(f) 1D model [4] (1), i-model (2), data i-model corrected with absorption influence (3).
and $c_0$ is the speed of light in a vacuum, $x$ is the sample axial co-ordinate. This procedure is described in detail in Ref. [5].

3.2. Effect of heat transfer and faceting phenomena on dynamics of growth rate

The results of simulation of heat and mass transfer and of determination of $V(t)$ and $V(\Delta T)$ dependencies for (211) facet growth for calculation domain shown in Fig. 2b are presented in Fig. 4. The experimental data described in Ref. [3] was used to provide thermal boundary conditions and undercooling data as inputs to these calculations. Figs. 4a–c depict temperature fields and interface shapes predicted by models II, III, and IV, respectively (contours in Figs. 4a and b are plotted on a meridional plane of the axisymmetric domain, with the system centerline at the left edge); results of the different models are generally similar one to another. Calculations of models I (not exhibited here) and III show that the intensity of melt flow in this system is quite small and convection will provide a minimal contribution to the overall heat transfer of the system. This is not surprising when considering the very thin layer of melt and the stabilizing thermal field in which it is immersed. Furthermore, the faceting process does not strongly influence the character of melt flow and, in addition, the influence of the platinum walls is not significant (compare Fig. 4b with Fig. 4a).

Fig. 4d shows BGO crystal growth rate as a function of time for model I (curve 1) and model II (curve 2). For comparison, model III was used to obtain $V(t)$ (curve 3) for the case where there is no faceting on the interface and $\beta$ is assumed to be isotropic and relatively large in value; curve 3 therefore depicts growth rate for a conduction-dominated system in which kinetics are unimportant. It is notable that the growth rate does not reach a plateau in any of the models, indicating that the melt cooling experiment (method B) is inherently transient in nature. It is also notable that there is a large disagreement between the results of model I and model II. Curiously, the model I simulation exhibits a decrease in growth rate near the end of the simulation (curve 1 in Fig. 4d), a feature not seen in the simulations obtained with the other models. In general, as $\Delta T(t)$ increases, fundamental kinetic mechanisms predict the growth rate to increase with time. However, as $\Delta T(t)$ increases, the interface temperature is lowered, which causes the growth rate to fall behind the rate of motion of the melting point isotherm in the same system. In model I this effect happens to such a large extent that the interface starts melting back, which is an artifact of uncertainty in the model input data for $\Delta T(t)$, as discussed below.

One possible explanation for the disagreement between the models is the formation of a facet in the center of the interface in the model II. Therefore the mean temperature of melt/crystal interface in model II (see Eq. (2)) is less than in model I. The main issue is not faceting per se, but the need to make some kind of assumption about the kinetics as a model input, since neither model can predict these kinetics in a self-consistent manner. Models I and II directly incorporate $\Delta T(t)$ from the experimental measurements, whereas models III and IV base the form of $V(\Delta T)$ on the assumed kinetic mechanism. Data for $\Delta T(t)$ were fitted to a quadratic function for input into model I, but numerical experiments revealed that small changes to the fit caused a large change on the predicted growth rate. This situation is problematic, since determination of the correct form of $V(\Delta T)$ depends on accurate determination of the growth rate, but calculation of the growth rate depends strongly on experimental measurement of $\Delta T$.

Using the data from Fig. 4d, the dependence of BGO growth rate on the undercooling is obtained and plotted in Fig. 4e. In spite of the uncertainty in the growth rate used to obtain $V(\Delta T)$, all of the models predict that growth rate depends sublinearly on interface undercooling, a result which is consistent with previously reported results obtained using a 1D model [2,3,6]. In particular, accounting for radiation heat transfer in the crystal (curve 3 of Fig. 4e) does not change the sublinear character of the dependence for the case of (211) facet growth; it merely emphasizes it. Thus the results in this work are consistent with arguments made in Ref. [10] regarding possible changes in the interfacial
kinetics mechanism at the growth rate of 5 mm/h for (2 1 1) BGO facet.

The results of simulation of heat transfer and of determination of $V(t)$ and $V(\Delta T)$ dependencies for (1 1 0) facet growth are shown in Fig. 5. The experimental data described in Ref. [4] was used to provide thermal boundary conditions and undercooling data as inputs to these calculations. Model I predictions of temperature field, interface shape, and streamlines are shown in Figs. 5a and b. Model IV predictions of temperature field and interface morphology are shown in Fig. 5c for 2D nucleation (upper image, interface and temperature contours; lower image, interface only). Crystal height vs. time data predicted by model I are shown in Fig. 5d, and model IV predictions of centerline growth rate vs. time, for both 2D nucleation and screw dislocation growth mechanisms, are shown in Fig. 5e. Growth rate computed by various treatments are combined with experimental undercooling measurements to obtain $V(\Delta T)$, as shown in Fig. 5f.

Comparison of Figs. 5a–c shows that interface faceting and melt flow do not have a strong influence on the temperature field in the crystal, yet an interesting phenomenon related to melt convection is observed. At the beginning of growth, a vortex in the gap between the crucible wall and the AHP-heater retards the growth rate, as shown by the crystal height vs. time results plotted in Fig. 5d. Later this vortex is displaced upwards, resulting in a sharp increase in the growth rate. Thus, use of the more exact 2D model accounting for the influence of melt convection on heat transfer results in a significantly different character of $V(t)$ than was obtained earlier [4]. As a result, the dependence $V(\Delta T)$ becomes linear in comparison with slightly sublinear character for 1D and 2D calculations without flow (compare curves 1 and 2 in Fig. 5f). After applying a correction using Eq. (3), which accounts for the variation of brightness temperature with length of the sample, the slope of the linear curve increases (compare curves 2 and 3 in Fig. 5f). These new results suggest a simple kinetic relation exhibiting a constant kinetic coefficient over the range of growth rate values studied using method A. Using these results, we calculate a new estimate of the value of the kinetic coefficient $\beta^T$ for growth of the (1 1 0) facet, equal to $1.0 \times 10^{-6}$ m/sK in comparison to the value $8.3 \times 10^{-7}$ m/sK that was estimated earlier [4].

The dynamics of $V(t)$ for facet crystal growth are strongly related to the dynamics of faceting. Fig. 5e shows model IV results for $V(t)$ obtained using the two different kinetic mechanisms that were tested. The results show that in both cases there is an initial transient during which a finite degree of undercooling is formed on the central facet without growth occurring there. As shown in Fig. 5e, the duration of this stage depends on interface kinetic mechanism. Subsequent to this stage of the process, the growth rate on the melt/crystal interface is non-uniform where the facets (and in particular the large center facet) grow at a rate slower than that exhibited by rough portions of the interface. Only during steady-state growth is the (axial) growth rate uniform along the entire interface where a distribution of undercooling is imposed (qualitatively similar to that shown in Fig. 5c), corresponding to a distribution of kinetic coefficient values. Together, these ensure a uniform value of the axial growth rate along the entire interface (see Refs. [19–21]).

The results shown in Fig. 5, as well as additional calculations (not shown here), suggest that the time for establishing steady-state interfacial morphology for BGO is comparable to the time of experiments on undercooling measurements. In this case, the growth rate dynamics associated with faceting, which depend on specific experimental conditions as well as on the type of dominant kinetic mechanism, should be taken into consideration when determining $V(\Delta T)$. Note however that this type of problem requires self-consistent analysis (e.g. by employing an iterative scheme), since modeling of facet formation, needed for the accurate determination of $V(\Delta T)$, requires a priori knowledge of $V(\Delta T)$.

4. Conclusions

Our investigations show that the use of a more exact 2D model predicts a linear $V(\Delta T)$ dependence for the (1 1 0) facet in comparison to
previous work [4], which predicted a sublinear dependence. At the same time, the more exact 2D models for (2 1 1) facet in situ data analysis predict a sublinear \( V(\Delta T) \) dependence, which is consistent with previous results. More generally, our investigations of BGO crystal growth demonstrate that accurate determination of growth rate dependence on in situ optical measurements of undercooling, requires an associated thermal model which accounts for combined radiative, conductive and convective heat transport as well as melt/crystal faceting dynamics. Special attention should be given (a) to the effect of optical absorption in the growing crystal on dynamics of the pyrometer signal, and (b) to the effect of melt convection on dynamics of growth rate and (c) to self-consistency between the kinetic functional form of \( V(\Delta T) \) assumed when modeling faceting, and experimentally determined undercooling data.
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